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ATLAS DISTRIBUTED COMPUTING

Figure — ATLAS Workflow Management System scheme

▶ ProdSys - Produc on system;
▶ DEFT - Database Engine For Tasks;
▶ PanDA - Produc on and Distributed Analysis;
▶ JEDI - Job Execu on and Defini on Interface;
▶ PanDA server - the main component of the PanDA
system that distributes and manages jobs among
compu ng resources;

▶ Harvester - resource-facing service between the
PanDA server and collec on of pilots;

▶ AMI - ATLAS Metadata Interface;
▶ AGIS - ATLAS Grid Informa on System;
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ATLAS DISTRIBUTED COMPUTING
Computing resources usage during Run (from to 8)

Figure — Number of running CPU core slots grouped by resource type: GRID sites, HPC with closed network infrastructure, Clouds, HPC with closed
network infrastructure, BOINC - volunteered computing resources
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ATLAS DISTRIBUTED COMPUTING
PanDA processing scales at ATLAS

Figure — Objects of PanDA system
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MONITORING
1. Monitoring of current system state, access to logs for troubleshoo ng, and providing a comprehensive and

coherent view of the tasks and jobs executed by the system, from high level summaries to detailed drill-down job
diagnos cs for short-term period;

2. A system state analy cs in medium term and resource usage accoun ng.
3. Analy cs of a system working in long term period by finding correla ons, trends, anomaly detec on and building
models for predic on of system behaviour in future.

↓

A purpose of the BigPanDA monitoring system is providing a way for fast errors
troubleshoo ng and tracking produc on and analysis tasks progress
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BIGPANDA MONITORING
Requirements

▶ System state monitoring and troubleshoo ng by immediate access to logs;
▶ 24/7 accessibility;
▶ Ability to scale;
▶ Acceptable response me for different usage scenarios;
▶ Possibility to aggregate data from various sources:

▶ DB (Oracle, MySQL, PostgreSQL);
▶ Indexed data from Elas cSearch and Kibana visualiza ons;
▶ log files in text or JSON format from Rucio;
▶ plots from MONIT accoun ng service based on Grafana.

▶ Developing a common visualiza on mechanism to sa sfy monitoring needs of different groups of users:
▶ Physicists;
▶ Operators or experts;
▶ Compu ng site administrators;
▶ Produc on managers;
▶ Coordinators;
▶ So ware developers.

▶ Providing an API for programma c analysis of system objects state.
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BIGPANDA MONITORING
Use-case Diagram for «Physisist»

Figure — Use-case Diagram for «Physisist» Actor
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BIGPANDA MONITORING SYSTEM
Technology stack

1. Using Model-Template-View approach provided by Django framework;
2. Various DB backends (Oracle, MySQL, PostgreSQL);
3. Apache + WSGI;
4. NGINX server as load balancer;
5. Ceph as shared file storage between nodes;
6. OAuth2 for SSO provided by CERN, Google, and GitHub;
7. Angular и Ajax, jQuery for dynamic data delivery;
8. Responsive Web designing with ZURB Founda on;
9. DataTables plugin;
10. D3.js for advanced plots genera on on client side;
11. Matplotlib for plots genera on on server side;
12. ELK-stack for self-monitoring system (more details in a talk presented by Aleksandr Alekseev).
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BIGPANDA MONITORING
Architecture

Figure — Generalized scheme of BigPanDA monitoring system architecture
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DATA FLOW IN BIGPANDA MONITORING SYSTEM

Figure 6 — Data-flow diagram of BigPanDA monitoring system
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USE-CASE DIAGRAM FOR «PHYSISIST»

Figure — Use-case Diagram for «Physisist»
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USER PAGE EXAMPLE ( / )

Figure 8 — Tasks attribute summary for last days on the user page
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USER PAGE EXAMPLE ( / )

Figure — List of tasks for last days on the user page
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USE-CASE DIAGRAM FOR «PHYSISIST»

Figure — Use-case Diagram for «Physisist»
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TASK PAGE EXAMPLE

Figure — Task page
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USER PAGE EXAMPLE ( / )

Figure — Jobs attribute summary for last days on the user page/



USER PAGE EXAMPLE ( / )

Figure — List of jobs for last days on the user page
/



JOB PAGE EXAMPLE

Figure — Job page, a way to access job logs example
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FILE BROWSER PAGE EXAMPLE

Figure — File browser page example showing a content of logs archive file
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LOG FILE BROWSING EXAMPLE

Figure 6 — Example of «payload.stdout» job log
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USE-CASE DIAGRAM FOR «PHYSISIST»

Figure — Use-case Diagram for «Physisist»
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TASK PAGE EXAMPLE

Figure 8 — Task page example showing a way to access information of jobs memory consumption
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TASK PAGE EXAMPLE

Figure — Part of task page presenting jobs memory consumption histograms
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JOB MEMORY CONSUMPTION EXAMPLE

Figure — Job memory consumption during its processing
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JOBS PAGE EXAMPLE

Figure — Production jobs attribute summary for last 8 hours
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RUNNING PRODUCTION TASKS PAGE EXAMPLE ( / )

Figure — Part of Running Production Tasks page showing events ans slots summary
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RUNNING PRODUCTION TASKS PAGE EXAMPLE ( / )

Figure — Part of Running Production Tasks page showing list of tasks
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ADAPTATION OF BIGPANDA MONITORING SYSTEM FOR COMPASS
COMPASS experiment

Figure — COMPASS detector scheme

▶ COmmonMuon Proton Apparatus for
Structure and Spectroscopy;

▶ The purpose of the experiment is the study
of hadron structure and hadron
spectroscopy with high intensity muon and
hadron beams;

▶ First data taking run started in summer
2002 and sessions con nue;

▶ Each data taking session containing from
1.5 to 3 PB of data;

▶ More than 200 physicists from 13 countries
and 25 ins tutes are the analysis user
community of COMPASS.
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ADAPTATION OF BIGPANDA MONITORING SYSTEM FOR COMPASS

Figure — Architecture of COMPASS PanDA
monitoring system instance

▶ a new instance at JINR, Dubna;
▶ core views ( jobs, files, dash, errors, sites ) needed minor changes;
▶ tasks module was adapted to COMPASS produc on system;
▶ a completely new module was designed and implemented on the top of existed
architecture;

▶ it is in produc on since November 2017 serving 300 requests/day.

Figure 6 — Tasks page example of COMPASS PanDA monitoring/



PRODUCTION SUMMARY PAGE IN COMPASS PANDA MONITORING

Figure — Production summary page example
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BIGPANDA MONITORING SYSTEM STRUCTURE

Figure 8 — Structure of BigPanDA monitoring system views
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ATLAS BIGPANDA MONITORING SYSTEM USAGE STATISTICS

Figure — Number of daily user requests, from July of to December of
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ATLAS BIGPANDA MONITORING SYSTEM USAGE STATISTICS

Figure — Requests

▶ from 1 to 626 pages a day per
user;

▶ 342 unique daily users;
▶ 1110 unique monthly ac ve
users.
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RESULTS
1. ATLAS PanDA monitoring system serving needs of different groups of users to monitor and troubleshoo ng of up to

2 · 106 jobs distributed among 170 sites including Grid, Clouds, HPCs, and volunteer compu ng resources;
2. For 5 years in produc on, the system has only an average of 183 minutes of down me per year (las ng more than
10 minutes) which proves a high availability — 99, 965%;

3. Developed architecture allows to effec vely serve 40 · 103 of daily requests in average;
4. The core of PanDA monitoring system has been successfully integrated into COMPASS experiment at SPS and
provide various views for monitoring up to 1 · 105 jobs per day.
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CERN
Large Hadron Collider (LHC)

Figure — LHC experiments
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ATLAS EXPERIMENT
Collaboration

▶ >5 000 physicists, students, engineers, technicians ▶ >1 000 PhD students

Figure — ATLAS Collaboration members nationalities
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ATLAS EXPERIMENT
Detector

Figure — Scheme of ATLAS detector

▶ 25×44 m., 7 000 tonnes
▶ ∼ 101 million of electronic channels
▶ ∼ 1 billion of charged par cle bunch
collisions per second

▶ trigger system filter the most interes ng
events in real me, which decreases data
flow from ∼1PB/s to ∼1GB/s
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DATA PRODUCTION IN ATLAS EXPERIMENT

Figure — Scheme of data production and analysis cycle in ATLAS experiment/ 6



WORLDWIDE LHC COMPUTING GRID (WLCG)

Figure — WLCG scheme

WLCG: an Interna onal collabora on to distribute and
analyse LHC data
Integrates computer centres worldwide that provide
compu ng and storage resource into a single infrastructure
accessible by all LHC physicists.
▶ Tier-0: data recording, reconstruc on and distribu on;
▶ Tier-1: permanent storage, re-processing, analysis;
▶ Tier-2: Simula on, end-user analysis;
▶ ∼ 170 sites, 42 countries;
▶ ∼ 1 M CPU cores;
▶ ∼ 1 EB of storage;
▶ > 2 million jobs/day;
▶ 10-100 Gb links.
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WLCG INFRASTRUCTURE

Figure 6 — WLCG Infrastructure scheme
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