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Introduction

● PanDA (Production and Distributed Analysis) is the workflow management system of

the ATLAS experiment at the LHC which is responsible for generating, brokering and

monitoring up to two million jobs per day across 170 computing centers in the

Worldwide LHC Computing Grid, HPC, clouds, volunteer computing resources

● It consists of several components, including:

○ JEDI (Job Execution and Definition Interface)

○ PanDA server

○ BigPanDA monitor

○ Harvester service

● The components generate ~ 1 TB of metadata per day in PanDA database and log

files which are generated on distributed nodes

● Analytical Platform was developed to monitor and analyze metadata from different

data sources given the specifics of these components

3



PanDA server

BigPanDA

PanDA 

Database

Harvester service 

monitoring

metrics

notification

messages

notification

messages
PQ/CE harvester monitoring

workers Aggregated

information

processed 

data
Aggregated 

information

JEDI

BigPanDA-

monitoring

Architecture of the Analytical 

Platform

4



Collection, processing, storage and analysis of log 

files of PanDA components



Introduction

● Logs processing:

○ PanDA server is a core of the PanDA system that distributes and manages jobs

among computing resources

○ JEDI (Job Execution and Definition Interface) is an intelligent component in the

PanDA system to have capability for task-level workload management

○ BigPanDA is a monitoring system which provides a comprehensive and coherent

view of the tasks and jobs executed by the system, from high level summaries to

detailed drill-down job diagnostics

● The components are deployed on distributed nodes

● There are several types of log files, each of them may contain up to 2 million

messages/day including errors description and another useful for monitoring

information. Each type of log has a unique metadata structure 6



Logs Collection in PanDA Infrastructure

● HTTP server and Oracle based log collection

○ PanDA and JEDI loggers were instrumented with a HTTP handler, which sent selected messages to a

dedicated HTTP server

○ Disadvantages:

■ Coupling

■ Low scalability

■ Accessing the data

■ Representation

● Flume server and ElasticSearch based log collection

○ This solution consisted in replacing the HTTP server by load-balanced Flume servers, which shipped the

messages to ElasticSearch ATLAS cluster

○ Disadvantages:

■ Coupling

■ Low scalability

● ElasticSearch + Logstash + Kibana (ELK) stack based log collection (mid 2016)
7



ELK - stack

● Filebeat - data collecting from log files

● Logstash - filtering and normalizing logs

● ElasticSearch - storing and searching information

○ Logstash writes processed log messages into the ElasticSearch repository. It is also used by

other services and systems: Rucio, Harvester and etc.

● Kibana - visualization system for ElasticSearch that provides a flexible

mechanism for filtering, grouping in the dashboard and visual data analysis

using interactive graphical representations
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Multithread Log Processing

● 69 logstash configuration files

○ (27 for JEDI | 34 for PanDA | 6 for BigPanDA | 2 input&export)

● Each configuration file can contain several plugins:

○ Grok

■ uses a regular expression to split strings into separate fields

○ KV 

■ extracts all values that match the pattern of key-value

○ Ruby

■ for processing strings and getting necessary values using special conditions
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2016-10-20 

01:37:34,202 

panda.log.JobGenerator

: INFO 

<jediTaskID=9672755 

datasetID=101428269> 

successfully submitted 

25/25 for VO=atlas 

cloud=None queue=user 

status=running

Input line Grok plugin

timeEvent: 2016-10-20 

01:37:16,377  

logName:

panda.log.JobGenerator  

logLevel: INFO 

message: 

<jediTaskID=9672755 

datasetID=101428269> 

successfully submitted 25/25 

for VO=atlas cloud=None 

queue=user status=running

KV plugin

(from the 

message field)

Ruby plugin

(from the 

message field)

jediTaskID: 9672755 

datasetID: 101428269  

VO: atlas  

cloud: None  

queue: user  

status: running

jobs_submitted: 25

jobs_tried: 25

Output

result

timeEvent: 2016-10-20 

01:37:16,377 

logName:

panda.log.JobGenerator  

logLevel: INFO 

jediTaskID: 9672755  

datasetID: 101428269  

VO: atlas  

cloud: None  

queue: user  

status: running 

jobs_submitted: 25

jobs_tried: 25

Example of Log Processing
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Panda Server Health Metrics Dashboard
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datasource: panda.log.Entry



Dashboard for monitoring of BigPanDA monitoring system

Number of requests grouped by response 

codes
Number of requests grouped by URL view

14* Based on Apache and Django application logs



Integration With BigPanDA Monitoring. Logs View   
https://bigpanda.cern.ch/esatlaslogger/

Tooltip
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https://bigpanda.cern.ch/esatlaslogger/


Integration With BigPanDA Monitoring. Dashboards 
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Harvester Monitoring via ELK-stack



Introduction

● Harvester is a resource-facing service between the PanDA server and

collection of pilots. It is stateless with a modular design to work with different

resource types (GRID, HPC, CLOUD) and workflows

● Worker is abstraction of Harvester service

● Harvester stores metadata in the PanDA database in separate tables:

○ Workers table. A lifetime of the table in PanDA DB is 6 months (Contains ~ 90 millions entries)

○ Metrics table

○ Diagmessages table

○ etc.

● Logstash is used to copy and process this metadata in ElasticSearch storage

18
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PanDA DB

Harvester Monitoring via ELK-stack
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Harvester Worker data example in ES and Kibana

● Automatically expanding 

data in ES

● Workers fields:
○ computingelement

○ computingsite

○ status

○ diagmessage

○ etc.
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Kibana Worker Dashboard
Filters
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Kibana Worker Dashboard for a single PanDA queue

Queue broke

Errors description
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Harvester Monitoring in Grafana

24

● Grafana - visualization 

system in CERN for the 

different monitorings

● More intuitive GUI for 

general users 

● Same visualization 

technology as DDM

(Distributed Data 

Management) accounting 

and Job Dashboards



Harvester Commissioning Evolution CHEP 

2019
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https://indico.cern.ch/event/773049/contributions/3473392/attachments/1937575/3211492/Harvester_CHEP_2019_6.pdf


Harvester Service Monitoring (HSM)



HSM Overview
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XML Configuration Files for HSM 

management

● One configuration file per harvester 

instance 

● One instance may contain multiple tags of 

host 

● Any instance/host/metric can be disabled, 

enabled or changed

● CPU, Memory and Disk tags contains two 

thresholds: Warning and Critical
28



HSM overview

29meter.cern.ch (no longer used)

https://meter.cern.ch/public/_plugin/kibana//dashboard/elasticsearch/Metrics:%20Availability?query=@fields.entity:%20harv_*


HSM. Service metrics dashboard at Kibana

● Visualizations for service metrics:
○ Metrics overview table

○ Memory usage in Mb

○ Memory usage in %

○ CPU usage in %

○ Disk usage in %
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● Visualizations for monitoring of workers 

(for last 30 minutes):
○ Last submitted workers

○ Active workers

○ Last updated workers

○ Completed workers



HSM. Visualizations for service metrics in Kibana
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HSM. Example of detected issue in the past
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Harvester node becomes unavailable

issue was fixed



PQ/CE harvester monitoring 
(Panda Queue/Computing Element)



PQ/CE harvester monitoring. Introduction

● PQ = PanDA queue (computing site), CE = computing element

● Monitors Harvester worker submission issues at PanDA queues and 

CEs

● Four components: 

○ ElasticSearch: repository with worker information

○ Python module for data extraction and analysis

○ InfluxDB: storage of analyzed data

○ Grafana: visualization system
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PQ/CE harvester monitoring architecture
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PQ/CE harvester monitoring dashboard. Submission stats table

CERN cloud for demo purpose
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Filters + bin

● “Good workers” in finished status

● “Bad workers” in failed, cancelled, missed statuses



PQ/CE harvester monitoring. Error messages

CERN-EXTENSION_HARVESTER: No space left on device
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PQ/CE harvester monitoring. Submission rate history

Error rate for computing sites Total bad vs good workers

Bad queues

Good queues
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PQ/CE harvester monitoring. Errors patterns

● Regex-based patterns

● InfluxDB statistics contain 

pattern for better grouping

● Clustering of these errors is 

planned

(        )

(        )

(        )

(        )

(        )

(        )

(        )
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● Work on the analytical platform based on ELK-stack was launched in 2016

● The platform collects and processes ~ 1 TB of metadata per day from two data sources:

○ PanDA database

○ Log files

● Processed metadata is stored in ElasticSearch cluster. This information is used for the visualizations

and dashboards in Kibana and Grafana which provide only useful for analyzing information for different

groups of users (PanDA developers, Shifters and etc.)

● Now this platform is used to monitor a critical for ATLAS collaboration components:

○ Panda server

○ JEDI

○ BigPanDA monitor

○ Harvester
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